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The Static Question

GaleShapley1962):
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Whichagents to match?
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A New Question

Whichagents to match?
(Widely studied)
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Whento match agents%
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This Talk



Motivating Example: Kidney Exchange

Biological compatibility:




Value of Waiting: More Information

Next period

1- Future trade networki(e.new matching opportunities)



Value of Waiting: More Information

Next period
(urgent need)

1- Future trade networki(e.new matching opportunities)
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Questions about Timing

A How significant is the (option) value of waiting?
A What is the optimal waiting time?

A What kind of information is valuable?

A Do agents have incentive to misreport something?



Timing InKidney Exchange
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This Paper: A New Model

A Agents arrive and depart continuously over time
A Explicit modeling of the matching network

A A central planner observes the network, and agents
who are about to depart, and continuously matches

agents

A The goal is to maximize social welfare



This Paper: Main Findings

1- Value of waitingcan be very large
A Waiting thickens the trade network €. providesliquidity)

‘e N

Urgent

o /

A So, wecan react to urgent cases with highobability




This Paper: Main Findings

2-Information2 ¥ ISy 1aQ dzNEASy Oe
valuable

I The planner cabe patient with respect to those who are
not in urgentneed, thus maintaimarket thickness.

3- Incentive-Compatibility: When urgency information is
private, we design a dynamic mechanism (without
transfers) to extract it.
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Model byl !
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A Agents arrive continuously with rate

A There is an acceptable transaction between any two
agents withi.i.d probability p

A Each agent getsriticalindependently with ratel

A Agents depart when

| get matched
| getcritical and perish
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Model: lllustration
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Model: Two Key Parameters

A Agents arrive continuously with rate

A There is an acceptable transaction between any two
agents withi.i.d probability p

A Each agent getsriticalindep. with rate1

[do m>p} (from now on:p = d / m)

Proxy for average degree (networksparsity



Matching Algorithm

The Planner observes:

. G(b): Trade
A Set of agents in the pooh¢des) } Possibilities
A The set of acceptable transactiorlfjes | Network

A The Planner observes critical ageritslax later)

A A Dynamic Matching Algorithmm GC(t)A @

A set of disjoint edges
(possibly empty)



Matching: lllustration




Goal

Suppose waiting cost Is zelozlax later)

Minimize expected fraction aferishedagents.

Y

Agentswho leave unmatched

LOSSALGT)= H+# of perished agents|

N (m <D

"Definition. For an algorithm ALG, targettimg T A

/

(Expected) # of agents
who arrive by time T



A Markov Decision Problem
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Designing Matching Algorithms:
Towards Optimum



Simple Local Matching Algorithms

s R
1- GreedyAlgorithm: Matchagents upon their

arrival to a random neighbor (if any).
- J

s R
2- Patient Algorithm: Match agents when they get

critical to a random neighbor (if any).
N )
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Patient chooses the optiméime to match an agent.

But it Is nailve in optimizing over the network structure.
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Comparing Algorithms

OPT Patient Patient Greedy
| | | |
0 I I I I >
€ >€ >€ > Loss
Gains from Gains from
optimizing over optimal timing
the network (being patient)
For this talk:
| Steady State

I Relatively large values m
I d>2



Value of Waliting

/T heorem In steady state, for large valuesmf \
1. Loss(Greedy1/(2d+1)
2. Loss(Patiende??/ 2

As a result,
K Los¢Patient)>d +1/2) - e92-os$Greedy) /
For d=8,

LossPatieni) .17  Loss(Greedy)



Timing vs Optimization

y B
Theorem In steady state, for large valuesrof

ed/(d+1) X oss(OPTH.oss(Patientie9/2/2

8.9

1 >

OPT Batdedy Loss (%)

Most of the gain is achieved by merely being patient



Greedy vs. Patient vs. OPT

4 )

0.25
G
LOSS o2 7' e Patient
K OPT
0.15
0.1 \
¥
0.05
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Proof Ideas



Greedy: Composition of Market

/: -\:\

. . /

The graph of agent®(ol) is always aemptygraph

Perishing rate = criticality ratd =pool size



Patient: Composition of Market

‘@ A

\ /

The poolis alway® NJRRéaywith parameterd/m

Perishing rate pool size (1 ¢ d/m)pool size 1} P(# matches = 0)
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Bounding Losses

Suppos?, F E(Zt)J(pooI size is highly concentrated)

Patient

Greedy

- \
® 0 O

o0 o

Perishing rate

[ 2 & &Z)@-d/r)BFY<t)/m
[E@L') m)k?.] Arrival rate
[[ 2 3t /g}
Perishing rate
[ 2 8 8z)R)m o6
lval rate
[E(zp m>4<2dff)j
[LossK 1/ (2d+])}
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Key Findings, So Far

1

- Patience can be highly valuable:

Loss(Patienti{d+1/2)- e¥2 - Loss(Greedy)

@- Most of the gain is achieved by being patieny

Gl 26 LI22N) I NB patieBed (0 KI U
What wound did ever heal but lofpgreeK €

Othello(ll, iii, p376)
William Shakespeare
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Value of Information

Patient Greedy
l_l—i >
0 OPT
More Information (without criticality information)
4 N

Theorem Without criticality information

Y(2d+10 X [2&8&6ht ¢ On [ 2 &
- J

Criticality information and waiting are complements.



OPT Performance

E pf4): expected value of pool size under OPT

# of agents
who perish

# of agents with no
acceptable transactions

Perishing rate T

=Eopfd) T

I >
Threshold pool size Fort4)

= m/(2d+1)

m/ (2d+1) _

Loss(OPT)3 1/(2d+1)  QED.
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Information Structure and Utllities

Information Structure:

A Agentsobresviat rate Time spent in pool
A When they T\crltl(:ael/'
A Unﬂi jel pél)amrrmmr(ammhm)
A Don tobse vBthe exacaﬁ%% Qeetwork

A Plannerobserves:
A The exact trade network
A Doesnot observe when agents are critical



A Dynamic Mechanism

/Patient-Mechanism:

~

-AskTF2NJ I ASYd4aQ RSLI NI dzN
- When an agent announces getting critical, matct

her to a random neighbor.

—

Klfshe has no neighbors, never match her again/




Incentive Compatibility

Theorem.There exists & > 0 such thator any
r )X ,, tiRé truthful strategy profile isan ¥-Nash
equilibriumfor PatientMechanismwheret A 0O

LasmA K @

\
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Continuation Value

Utility = o ~ Utility =
POl 2F YI FBREonyalugims | 2F v GOKS A

WA epvaplpi il hpaphin A
Arrive to the pool Criticality time

Problem By being in the pool, agents learn about its

distribution and update their beliefs.

SolutonX 2 ¢ UGKI G | 3Syd
a o

Vd
(]
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Hard to Commit; A New Punishment

Can we commit to kick agents out if they lie?

o @ Katkalyt2ports being critical

No other matches

/Different Punishment

owest priority to her when a critical agent has
Kmultiple neighbors.

f an agent lied, keep her in the pool, but assign the

~

/

————————————— \\|2itiNg COSt
0 r,



Summary of Findings

NO

|

does not help

Market thickness |

J

Loss is fractionally)

. small ind )
Greedy algorithm i
almost optimal

Urgency of
agent€heeds
iInformation?

YES

|

[ Market thickness iﬂ

highly valuable

Loss is exponentially
small ind

. J

é . . . )
Patient algorithm is
almost optimal

.
| Incentive-Compatible Dynamic Mechanisml



Reasons to Be Greedy
A Waiting cost isigh
Ab2 AYTF2NXIFOGA2Y | 02dzi | 3

AlfpAa OSNE avYlff 2N OSNE
performances are close. (extreme cages0or p=1)




Key Findings

A When composition of market is a function of matching
policy, market thickness (liquidity) is a key concern

ACKS AYTF2NNIOGAZ2Y 2F dzZNBSY O
valuable, and it can be extracted with simple mechanism:
without transfers

A The optimal waiting time is decreasing in waiting cost,
arrival rate of agents, and match probabilities



A Lesson for Kidney Exchange

Multi-K 2 aLJA G f A adadzSay AaDNES
very costly.

4 ® N

O O p

Hospital 1 Exchange Pool Hospital 2
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Assumption:Ex anteHomogeneous

In a multiple type model, tie breaking matters more.
[AkbarpouyNikzad Rees, Roth, 2015 (working paper)

e a e

Hard to Match

e o\

Easy to Match
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Much Remains to Be Done

A Dynamics are important in many markets:

lyr

UBER

A We showed:

I Timing can be a firgirder concern

I Dynamic networkednarketscan be analytically studied by
exploiting tools from algorithm design and stochastic processes

A Muchwork remains to be done:
I Decentralizednarketsand prices
I Platform competition
I Dynamic stability
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Last Policy Implication

9@SY UKS 2LINAYEFE f32NAGI

So, drink more water to
prevent kidney failure!

Thank you!
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Utility and Urgency of Needs |

Prediction of
kidney failure Utility of Getting Matched

7
’\A‘ Vascular aCCGSS r Fistul
failure
h ¥\

VjJ_ %é;;h(
u’:ﬁ D AoV

\ W\F

\J

(f,,

Kidney fails

Urgency L
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Patient Pool Size Markov Chain

A1- - 9y
m

No closed form expression for stationary distribution !
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Patient Pool Size Balance Equatior

7 - - 3
m

d z-1
Al -0 FOdgrmB)o M g2

p(z- 1)@=p(z+1+ P22z
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Patient Pool Size Distribution

m
i Eﬁﬂz@{@

If Z is highly
concentrated
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Patient Concentration Lemma

Lemma:For any > 0, there exist a'2 m/2 such A

that:




